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*Abstract*—Our work offers a novel method for identifying missing persons that makes use of recent developments in face recognition technology. Conventional techniques depend on figuring out how far apart picture embeddings are from one another by calculating distances between the embeddings, which can be computationally demanding, particularly when dealing with big datasets. Our process involves first extracting faces from images using OpenCV's face extractor module, and then using VGGFace to turn those faces into embeddings. However, we employ Principal Component Analysis (PCA) to further reduce their dimensionality to 128-dimensional vectors rather than directly comparing embeddings. On the basis of these reduced embeddings, a Deep Neural Network is then trained. With this method, the traditional O(n) time for classification is greatly reduced to O(1). Our tests show that our methodology outperforms numerous other methods and reaches an excellent accuracy of 96%. This simplified method gives encouraging outcomes in situations involving missing persons identification in addition to increasing efficiency.
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# Introduction

Missing persons represent a complex social issue with far-reaching consequences for communities, families, and law enforcement. This phenomenon includes circumstances in which people become unreachable for a variety of reasons, leaving behind uncertainty and sorrow. The human cost of missing person identification and the urgent need for prompt action highlight how urgent it is to address this issue. For a number of reasons, it is imperative that missing people be found quickly and accurately. Reuniting families and communities with their loved ones is the main way it gives them comfort. Timely identification also contributes to public safety by helping law enforcement agencies resolve cases effectively.

Governments tackle the issue of missing person identification in a variety of ways. Conventional approaches entail legal processes including reporting missing persons, sending out notices, and working with law enforcement. These methods depend on labor-intensive processes, community involvement, and legal protocols. Even if they provide a feeling of community and public participation, they could not have the quickness and accuracy required in urgent situations.

Technological advancements, especially in AI and computer vision, have brought about a new era for missing person identification. AI-based methods greatly improve the speed and accuracy of identification operations. They include facial recognition, picture analysis, and data matching algorithms []. The traditional methodologies are being revolutionized by these computational technologies, which create new avenues for dependable and effective solutions.

Conventional AI techniques for identifying missing persons encounter significant challenges, primarily stemming from computational inefficiencies and restrictive timing requirements. Systems that depend on vector distance comparisons between face embeddings face computational complexity because the comparison procedure grows naturally with dataset size, leading to an O(n) time complexity []. In real-time applications, this computing overhead causes delays and inefficiencies in the identification process. Furthermore, some techniques need that the subject's face remain in the frame for a minimum amount of time, usually minutes or several seconds, in order for recognition to take place []. Such strict time constraints place real-world constraints on the prompt identification of missing people in dynamic or transient contexts. These underlying constraints highlight the urgent need for more effective and flexible methods of identifying missing persons, underscoring the importance of developments in deep learning and image analysis technologies.

Our suggested methodology, which seamlessly integrates cutting-edge technology to achieve greater versatility and efficiency, transforms the identification process. Our solution achieves better performance and functionality by using a Deep Neural Network for classification, Principal Component Analysis (PCA) for dimensionality reduction, VGGFace for embedding construction, and OpenCV's face extractor module. The advantages of our suggested system are as follows: It eliminates the need to store raw photos after embedding production, lowering storage overhead and addressing privacy problems. It runs in constant time complexity (O(1)), avoiding computational constraints associated with prior techniques; Ultimately, our system performs exceptionally well in facial recognition tasks, recognizing several people from the same image at different viewing angles and without time limits, which makes it more applicable in dynamic contexts like video surveillance.

The paper is organized as follows: An overview of the literature on ongoing related research efforts can be found in Section II. Part III gives a summary of the dataset. The Face extraction and embedding generation process, along with the associated modules involved, are explained in Sections IV and V. Section VI provides an explanation of the dataset analysis and training-testing set development processes. The preprocessing and dimensionality reduction procedures are emphasized in section VII. In Section VIII, a DNN architecture for classification is presented. Section IX discusses the analysis and findings of the experiment. The suggested model is contrasted with models from previous works in Section X. Section XI provides a summary and conclusion of the study, while section XII describes the work's potential next steps.

# Related Works

Recent years have seen a significant and rapid growth in deep learning methods used in image recognitions. The landscape of face recognition and missing persons identification has witnessed a multitude of approaches and methodologies. The following works depict the various approaches used in the current field:

In order to combine two face recognition techniques, Neel Ramakant Borkar et al. [] proposed a hybrid face recognition algorithm that integrates (PCA) principal component analysis and (LDA) linear discriminant analysis. The algorithm demonstrated accuracy ranging from 91% to 96%. Additionally, they suggested computing the eigenvectors required for the PCA and LDA methods using the Jacobi approach.

Yue Luo, et al. [ ] employed an improvised CNN model with the main process of face image preprocessing, face image feature extraction, acquisition of test sample features, face image feature classification, and recognition results. The number of convolution operations, the number of pooling operations, and the three aspects of the face expression picture pixels were all subjected to the cumulative sum operation in the convolution activation function. The operation was then combined with the pooling operation. The weight and bias updates in the convolution, pooling, and classification loss functions were incorporated, and two processes of convolution and pooling operations were taken into consideration in the classification loss function.

Rama Devi P, et al. [ ] investigates the application of Siamese neural networks for facial picture similarity, using their own dataset for Indian Faces. The study quantifies how different two photos are from one another. They created a new dataset to test for facial detection using a neural network with a simple architecture capable of one-shot learning.

A PCA (Principle Component Analysis) based facial recognition system was suggested by Maliha Khan et al. [ ]. Reducing the substantial quantity of data storage needed for a feature space and making effective use of the available space is their primary goal when employing PCA. They suggested creating broad 1-D pixel vectors from 2-D images that provide the compact primary components of the space function, which is subsequently filtered using PCA.

Vandana S. Bhat, et al. [ ] employed a detection system which combined neural networks with Gabor filters. It processes both face and non-facial templates and creates a feature set using a Gabor filter. They employ inverse rapid fourier transforms to translate the image into the frequency domain. These domains are fed into a neural network with scaled conjugate training along with a feature set.

# Dataset Description

The Facial Recognition Dataset utilized in this study was Pins Face Recognition dataset which was collected from Pinterest, a popular image-sharing platform, and curated specifically for celebrity identification purposes. Although the main goal is to develop a face recognition system for missing person identification, this dataset was selected for its richness in class diversity and variability in facial angles, which are crucial factors in robust model training and evaluation. A total of 105 different celebrities are included in the collection; each is represented by a different number of photos that highlight their facial traits. 17,534 face photos altogether from a variety of angles, resolutions, and facial emotions are included in the dataset. With at least 80 facial photos linked to each celebrity in the dataset, there is more than enough data for thorough model training and assessment.

# Faces Extraction

To effectively detect faces in images, OpenCV's “face\_cascade.detectMultiScale” method combines cascade classifiers, sliding window techniques, and Haar-like features []. When it comes to identifying patterns like mouths, noses, and eyes, Haar-like features serve as the foundation, and cascade classifiers use a hierarchical framework to gradually improve the detection process while drastically lowering computational load. Integral images speed up feature computation and help assess the rectangle sum regions that are important for face feature detection. The system thoroughly looks for possible face candidates by using a sliding window approach at various image scales, providing robustness against scale fluctuations. The function returns the bounding box coordinates enclosing the faces it has successfully spotted.

# Pre-trained VGGFace Network as an Embedder

The model architecture shown in Fig. 1 is a deep convolutional neural network (CNN) architecture; more precisely, it is a facial recognition-specific VGGNet variation known as VGGFace []. Following are the components and their roles in the network:

### **Input Layer:** This layer represents the input to the network, whichconsists of images with dimensions 224x224 pixels and three colorchannels (RGB).

### **Convolutional Layers:** These layers use learnable filters to extract features from the input image by performing convolutions on it. The filters look for different aspects and patterns in the input image, like edges, textures, and forms. A rectified linear unit (ReLU) activation function, which adds non-linearity to the network, comes after each convolutional layer.

### **Zero Padding Layers:** Additional border pixels with a value of zero are added around the input image using zero padding layers. During convolution procedures, padding aids in the preservation of spatial dimensions and information at the image's borders.

### **Max Pooling Layers:** By choosing the maximum value inside each pooling region, max pooling layers downsample the feature maps that are produced from convolutional layers. This procedure helps with translation invariance and lowers computing cost by shrinking the spatial dimensions of the feature maps while maintaining significant features.

### **Dropout Layers:** Dropout layers are a type of regularization that randomly removes a portion of the neurons during training in order to minimize overfitting. This lessens the network's dependency on particular neurons and forces it to learn more reliable and generalizable properties.

### **Flatten Layer:** The multi-dimensional feature maps are reshaped into a one-dimensional vector by the flatten layer, which gets the data ready for input into fully connected layers. In our work this output is further preprocessed and used as an input for fully connected DNN.

Fig. 1. VGGFace Embedder Architecture

# Training, Testing and Validation Sets and Analysis

A train-test split ratio of 80:20 is used in the training and testing phase, with an extra 20% of the training data set aside for validation. This distribution guarantees that the model receives enough training data, and it also sets aside a specific amount for validation in order to track results and avoid overfitting.

Fig. 2. Class Distribution for entire Dataset

Fig. 2 shows the distribution of samples across all the classes. It is observed that the distribution is not uniform across the classes and ranges from 50 to 250 for all the classes. Hence, we have employed stratification which reduces the possibility of introducing bias and guarantees that all classes are sufficiently represented in both the training and validation sets by maintaining the distribution of classes within each subset proportionate to the original dataset. When class imbalances occur, stratification plays a critical role in maintaining the distributional integrity of the dataset and producing more consistent results for model training and assessment. Fig. 3 and Fig. 4 shows the distribution of samples across all the classes in training and testing set respectively after applying the stratification.

As it is observed from the charts in Fig. 3 and Fig. 4, the number of samples in each class in training dataset ranges roughly from 65 to 190. While for the testing dataset, there are around 15 to 50 samples in each class since the train-test ratio was set to 80:20 as previously mentioned.

Fig. 3. Class Distribution for Train Dataset

Fig. 4. Class Distribution for Test Dataset

# Preprocessing and Dimensionality Reduction

## Preprocessing with Standard Scaler

In the preprocessing stage, the dataset undergoes standardization using the Standard Scaler technique. To ensure that every feature is on the same scale, this technique entails converting the features to have a mean of zero and a standard deviation of one. For machine learning algorithms, especially those that are sensitive to feature scaling, standardization is crucial because it keeps features with bigger scales from taking over the learning process. We can speed up the convergence of optimization algorithms and improve the performance and stability of the next modeling phases by standardizing the characteristics. This preprocessing step reduces the impact of feature scale discrepancies, which improves the interpretability and efficacy of the model

## Dimensionality Reduction with Principal Component Analysis (PCA)

After normalization, Principal Component Analysis (PCA) is used to reduce the dataset's dimensionality. PCA is an effective method that maintains the greatest variance in the original dataset while converting high-dimensional data into a lower-dimensional representation. Particularly in situations when the original feature space is big or noisy, PCA enables more effective model training and inference by identifying the most important patterns and minimizing redundancy in the data. In addition to increasing computational efficiency, lower dimensionality helps lessen the negative effects of dimensionality, which improves the resilience and generalizability of the model. Leveraging PCA as a preprocessing step allows us to extract essential features and streamline the modeling process, ultimately contributing to the overall efficacy and performance of the face recognition system for missing person identification.

# DNN For Classification

The proposed DNN architecture as shown in [fig] follows a sequential model design, where layers are stacked sequentially on top of each other. The 128-dimensional vectors produced by PCA dimensionality reduction are sent to the input layer. Higher-level features are gradually extracted from the input data by the succeeding dense layers. By regularizing the learning process, dropout layers are strewn across the network to prevent overfitting. The model is able to predict the class labels of the input data because the last dense layer generates the classification probabilities for each of the 105 classes.

Fig. 5. DNN Architecture for Probabilistic Classification

Apart from the architecture details previously mentioned,

the Sequential model uses the Adam optimizer for training and integrates the softmax activation function in the last dense layer. The Softmax activation function converts the raw output scores into probability distributions over the 105 classes. The output values can be interpreted as probabilities because Softmax makes sure they total up to one and are not negative. As a result, given the input data, the model can now estimate the likelihood of each class.

The model's weights are optimized during training by using the Adam optimizer. Adam, which stands for adjustable Moment Estimation, is renowned for its momentum and adjustable learning rate. Based on the first and second moments of the gradients, Adam dynamically modifies the learning rate for every parameter, allowing for reliable and effective convergence throughout training.

Finally, the model is trained for 100 epochs with a training set and 20% of it as a validation set. The model can iteratively learn and adjust its parameters by training over several epochs, which progressively enhances the model's performance on the training set. Overfitting can be avoided and the training process can be directed toward more generalization by keeping an eye on performance on a different validation dataset.

# Experimental Results and Analysis

Fig. 6. Training Vs Validation Accuracy

Fig. 7. Training Vs Validation Loss

Fig. 6 and Fig. 7 depict the accuracy and loss curves for training and validation sets respectively. It is clear from the figures that the model exhibits superior performance, including lower loss and higher accuracy, on the validation set compared to the training set. This event indicates strong learning capacity and successful adaptation to new cases, suggesting that the model generalizes effectively to unseen data.

The model yielded an overall accuracy of 96.62% on the test set, with corresponding macro average precision, recall, and F1-score values of 96.72%, 96.60%, and 96.59%. The bar chart of misclassifications by class is displayed in Fig. 8. It has been found that more than half of the classes have one or fewer incorrect classifications. The maximum number of misclassifications is found in four classes, each of which has four misclassifications. There are 23 classes with two incorrect classifications each, and 11 classes with three incorrect classifications each.

Fig. 8. Number of Misclassifications for each class

# Comparison with Other Models

# Conclusion

In conclusion, our research endeavors culminated in the development of a sophisticated deep learning model for Missing Person Identification from images, boasting an exceptional accuracy, precision, recall, and F1 score of 96%. Our method outperforms some of the state-of-the-art models in related research in terms of efficiency as well as greater predictive ability. In contrast to traditional techniques that depend on determining the distances between embeddings, our approach simplifies identification while preserving accuracy. Moreover, the fact that our model is not constrained by strict timing specifications guarantees flexibility and adaptability in real-world situations. Moreover, the compact size of our deep learning model, a mere 2MB, renders it highly deployable on resource-constrained devices such as smartphones and edge computing platforms. When taken as a whole, these successes highlight how our strategy may improve search and rescue operations, support law enforcement, and eventually benefit society as a whole.

# Future Works

Our research points to a number of intriguing directions for future work that should be investigated and developed. First off, adding more modalities to the images—like text or audio information about the individual in question—could enhance the model's comprehension and boost its prediction power. Second, the model's capacity to recognize complex facial traits and contextual subtleties may be further improved by utilizing cutting-edge deep learning approaches like transformer topologies and attention mechanisms. More reliable and equitable models may also be produced by looking at methods to correct for possible biases in the dataset, such as differences in image quality or imbalances in demographics. Furthermore, expanding the model's use in dynamic contexts could involve applying it to real-time video streams or surveillance data. Finally, responsible and ethical use in practice requires working with domain experts and stakeholders to incorporate privacy protections, legal frameworks, and ethical considerations into the deployment of such models.

In future research endeavors, exploring the integration of multi-modal data, leveraging cutting-edge deep learning methodologies, addressing dataset biases, extending model applicability to real-time scenarios, and prioritizing ethical considerations might collectively advance the field of Missing Person Identification and contribute to its societal impact and ethical deployment. This comprehensive approach will not only enhance the model's performance but also ensure its responsible and ethical deployment in real-world scenarios.
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